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1. Space physics has a problem \ 2. The zoo of metrics — but we love RMSE! \ 3. Categories of metrics \ 4. Why use more than two? \
* In a recent paper, | made this chart * There are many data-model comparison metrics to choose from... * There are several major categories of metrics, each focused on a certain aspect of * Every formula in section 2 can be organized into
*Please notice the variety in the last column M ssen_ D6i-3) (V-2 the fit. Here are a few of the major categories: one of the categories and groupings
References Description Cvtrcs ) MSE_SSE(N-2) 3(y-5) | 2 * Accuracy: How close is the model to the data? * Each metric reveals something different about
Boberg et al. (2000 Time delay neural network RMSE=0.9%, R=0.77 P e e e N -0 — * Bias: What is the discrepancy between the model and the data? the model’s fit to the data
Takahashi et al (2001) (P estimation from one or severalindividual - Single sttion: } between 0.85 ] ,, e * Precision: How similar is the clustering tendency in the model and data? * RMSE is an accuracy measure, but values
Wing et al (2005 Feedforyard backpropagation and recurert =094 Gibert 50205 or ,. it : - — * Association: How well to the model and data vc.vluef move together? cquld be syst.errjatically above o.r belc?w data
Sl 200) and 5l and e (2012, Feeforrdckpropagaon vl etwark 34l 12077, SE-03 CSS=EZ;dZ)_(§l:3 v RN * Extremes: How well can the modefl get the outliers in the data? | | * R is an association measure of linearity, but
L * And the subsetting categories, using the above metrics on a portion of either the values could be very far from the data
e e o2 data or model values: * ME (mean error) is a measure of bias but
Avala Sares exal. (2016 ek pprosc for et aes | (En0T5 2 shes: AMSE-037 * Discrimination: How good is the model for a specific range of the data? doesn’t reveal information about trend,
wintoft et al. (2017 Ensemble o time delay neural networks | [F A0, FROS function * Reliability: How close is the data to the model values for a specific range of the clustering, or extremes
Savani et . (2017 o predicton from predicted soar wind based on POD 0.7, FAR=0, T5-0.6 model output? * | could go on...
aiducek et ol (2019 (o orediction from SWMF for ll o Jan 2005 RMSELLL, ME<0.7 seps - mla+t)! ”]*‘“[(“”)/ dm * And a final category, comparing the metric value to a reference model: * Even from the three just mentioned, combining
oot SWE Dec 2018 N ? * Skill: How good is the model at reproducing the data relative to a previous model? them reveals new info beyond any one alone:
* This column has many different metrics listed | " Lz * Another dichotomy is that there are two basic groupings of metrics: * R bad, others good: model values jump
«Our community uses a wide range of data-model * Space physics papers often only use two: * Fit performance metrics: tests the model against the entire data set, usually with above and below the data values
comparison formulas *Correlation coefficient (R) and root mean square error (RMSE) a differencing between the model and data values * RMSE bad, others good: model values are
* | now teach a course at the University of Michigan on *Occasionally we use another, like prediction efficiency * Event detection metrics: defining events as values beyond some threshold and close to mean value of data
data analysis and visualization » This is barely scratching the surface of what we can explore and determining how well the model identifies observed events, without regard to * ME bad, others good: model values have the
*Metrics are a large fraction of the class content! hopefully learn from a comparison of observations and models data-model difference right trend but are offset high/low from data

N N N N
5. Why lecture you about metrics? \ 6. Uncertainties! \ 7. Student work from the class Scatter plots with line fits \ 8. Summary A

Overlaying Histograms —
* This is a fun class to teach
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- We have a class at U-M designed for students to explore and * Ascribing uncertainty — perhaps the biggest A samplllr:g :‘)f thejlr final I|3r01:ctsk T I
: thon in Jupyter Notebooks 60 g 0
learn about data-model comparisons lesson students learn S Y Py 5 P * Students are engaged and
« CLIMATE/SPACE 423: Data Analysis and Visualization for *|tis V|ta! to appreciate the relationship of et e B s *l ¢ | enthusiastic
Geoscientists uncertainty to a value . TEEE e Ea R O g - 4 | , , . . * Feeding them the superfood
* It’s a “zero-to-hero” approach to applied statistics: " Critical plo nt: c.c,::‘ pirmg tV\;o.n:mbers 'S e Tu B : i A of science and engineering
» Students first learn about processing a single data set meaningiess without uncertainties - o g ® siunl 1 (WRER 3D Projections e Skill sets learned are
(histograms, mean, ...), then two data sets (x-y pairs, ...) * Start this lesson on the first day: :ii ff ;Z e o i e e e o e R | T sl -bolicable to other fields
e Students learn about simol dels based he d * Deciding how well we “know” a value H l | W _ P
ple models based on the data : e oL I : L 1 > g e In fact. many students are
(linear regression, polynomial regression, ...) and simple * Measuring something in the classroom 35?5;35:5555?52%?5=;i;:f:-:ﬁ;;':;'fz,:iz;;zm:%':si;b§i°z°?;z;zg;iﬁ?f“b" Histogr;':;(::fzﬁf;:;?::f; . 8 ¢ ' H ;l
metrlcs (Correlationsl Chl-squaredl ANOVA tablesl "') Wlth an unusual unlt and ascrlbe an S tt . I t .th b OtStra Iinefits HistogramfpngalSuersfforI1E_astern PtacificRPrecipitlabIeWaterysgoo f 4 rom Ot er epartments
catte p oOtS Wi (9] p Eastern Pacific Sea Surface Temperature, Resampling Amount: ; ° Students Iea rn Python

» Students then learn about the full suite of metrics uncertainty to their length estimate -

described above and the strengths and limitations of each * Build up.to quantitativ? calculations:. .
* It’s a zero-to-hero approach to Python usage as well: * Section on uncertainty propagation 0.0010
» Students are introduced to Jupyter notebooks, using stats * Content on calculating data set variance

packages, opening data sets, and making basic plots * Equations for fit coefficient uncertainties

» Students systematically explore Python commands for all * Discuss uncertainties on data-model 000z |

of the stats taught in the class sessions comparison metrics formulas 0.0000{

* Accessible and open source
* Jupyter notebooks ease
instruction and assighnments
* More on Jupyter in this class:
* See Abby Azari’s oral
presentation tomorrow
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* All examples use geophysical data, from the Earth’s * Two half-days on the bootstrarl)( metf;gd v ROC curves “lubi h ) ”
interior, oceanography, the atmosphere, the * Data-model comparisons: what is “good: C%nt:nge?dc\t/_TaPF!e Evtelt?lt Svla:sséfuca:tlons 100 = & o upiter with Jupyter
* Each metric can usually be compared RSN S EIRanes TRSS, s . d * ED52-06 (11:35 am) in

magnetosphere, planets, and the Sun
* Work gets progressively more sophisticated

Moscone South Room 216
* Abby’s github site for this:

with a data-set-based value l

* For example, RMSE against standard >
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True Positive rate (Sensitivity)

* Homework sets start out very prescriptive, following a set §45
procedure and even being given a template notebook deviation, “good” when RMSE <o iém s : https://github.com/astro-

* They build into more open-ended mini-projects, using * Discussed and explored for all metrics R X . P 20f i e abby/data_vis_statistics_geosciences
given data sets, that meet certain learning goals * Students learn to appreciate uncertainty 335 Ko ¥ ¥ | i * It’s all about uncertainty

* Eventually transition to full-scale projects, including * Extensively worked with it throughout I A Correét NegatlYeS | A i ia * Key concept for comparisons
written reports and oral presentations, with choice of data the term ? o6 SisCE TOMpaIStG (GRS Flgure {1tk ROCeuveofampresentativemodel, R o, e e e Go to the zoo! (of metrics)




